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## 1. INTRODUCTION

The effect of the spatial periodicity on nonlinear optical processes has been a subject of intensive studies in physics literature ${ }^{1-27}$ and references therein. We study nonlinear wavepacket propagation assuming that its spatial range is much smaller than the dimension of the medium sample, therefore considering an infinite periodic medium. It is assumed that electromagnetic wave propagation is governed by the classical Maxwell equations

$$
\begin{gather*}
\nabla \times \mathbf{E}(\mathbf{r}, t)=-\frac{1}{c} \partial_{t} \mathbf{B}(\mathbf{r}, t)-\frac{4 \pi}{c} \mathbf{J}_{M}(\mathbf{r}, t), \nabla \cdot \mathbf{B}(\mathbf{r}, t)=0  \tag{1}\\
\nabla \times \mathbf{H}(\mathbf{r}, t)=\frac{1}{c} \partial_{t} \mathbf{D}(\mathbf{r}, t)+\frac{4 \pi}{c} \mathbf{J}_{E}(\mathbf{r}, t), \nabla \cdot \mathbf{D}(\mathbf{r}, t)=0 \tag{2}
\end{gather*}
$$

where $\mathbf{H}, \mathbf{E}, \mathbf{B}$, and $\mathbf{D}$ are respectively the magnetic and electric fields, magnetic and electric inductions; $\mathbf{J}_{E}$ and $\mathbf{J}_{M}$ are impressed electric and so called impressed magnetic currents; $\mathbf{r}=\left(x_{1}, x_{2}, x_{3}\right) \in \mathbf{R}^{3}$ is the position vector. It is also assumed that there are no free electric and magnetic charges, and, consequently, the fields $\mathbf{B}$ and $\mathbf{D}$ are divergence free as indicated in the equations (1) and (2). The vectors $\mathbf{H}, \mathbf{E}, \mathbf{B}$ and $\mathbf{D}$ are naturally 3 -component. We also consider two special cases: (i) the 2 -dimensional case when the fields do not depend on $x_{3}$; (ii) the 1 -dimensional case when the fields do not depend on $x_{2}, x_{3}$. Hence, we will consider three cases with the dimension $d=1,2,3$. For simplicity, we consider nonmagnetic media, i.e.

$$
\begin{equation*}
\mathbf{B}(\mathbf{r}, t)=\mu \mathbf{H}(\mathbf{r}, t), \mu=1 . \tag{3}
\end{equation*}
$$

The material relations between $\mathbf{D}$ and $\mathbf{E}$ are assumed to be of the standard form ${ }^{28}$

$$
\begin{equation*}
\mathbf{D}=\mathbf{E}+4 \pi \mathbf{P}(\mathbf{r}, t ; \mathbf{E}), \tag{4}
\end{equation*}
$$

[^0]where the polarization $\mathbf{P}$ is a sum of its linear and the nonlinear parts
\[

$$
\begin{equation*}
\mathbf{P}(\mathbf{r}, t ; \mathbf{E}(\cdot))=\mathbf{P}^{(1)}(\mathbf{r}, t ; \mathbf{E}(\cdot))+\mathbf{P}_{\mathrm{NL}}(\mathbf{r}, t ; \mathbf{E}(\cdot)), \tag{5}
\end{equation*}
$$

\]

with the nonlinear part $\mathbf{P}_{\mathrm{NL}}(\mathbf{r}, t ; \mathbf{E}(\cdot))$ being a cubic nonlinearity.
Following Ref. 29 , we choose $\mathbf{D}, \mathbf{B}$ as primary variables and rewrite the Maxwell equations (1), (2) in rescaled dimensionless variables as follows:

$$
\begin{equation*}
\partial_{t} \mathbf{U}=-i \mathbf{M} \mathbf{U}+\alpha \mathcal{F}_{\mathrm{NL}}(\mathbf{U})-\mathbf{J} ; \mathbf{U}(t)=0 \text { for } t \leq 0 \tag{6}
\end{equation*}
$$

where

$$
\mathbf{U}=\left[\begin{array}{l}
\mathbf{D}  \tag{7}\\
\mathbf{B}
\end{array}\right], \mathbf{M U}=i\left[\begin{array}{c}
\nabla \times \mathbf{B} \\
-\nabla \times\left(\boldsymbol{\eta}^{(\mathbf{1})} \mathbf{D}\right)
\end{array}\right], \mathbf{J}=4 \pi\left[\begin{array}{l}
\mathbf{J}_{E} \\
\mathbf{J}_{M}
\end{array}\right]
$$

$\boldsymbol{\eta}^{(\mathbf{1})}=\boldsymbol{\eta}^{(\mathbf{1})}(\mathbf{r})=\varepsilon^{-1}(\mathbf{r})$ is the impermeability tensor, $\mathcal{F}_{\mathrm{NL}}(\mathbf{U})$ is a cubic nonlinearity. All the fields $\mathbf{D}, \mathbf{B}, \mathbf{J}_{E}$, and $\mathbf{J}_{M}$ are assumed to be divergence free. Both $\varepsilon(\mathbf{r})$ and $\mathbf{P}_{\mathrm{NL}}(\mathbf{r})$ are assumed to be periodic in $\mathbf{r}$ with the lattice of periods being a cubic lattice with the lattice constant 1 . The parameter $\alpha$ in (6) evidently determines the relative significance of the nonlinearity. We assume that $\alpha \ll 1$, that is we study weakly nonlinear phenomena. More exactly, we study nonlinear regimes satisfying the following assumptions: (i) the amplitude of the wave component due to the nonlinearity does not exceed the amplitude of its linear component and (ii) the wave spatial range is much smaller than the dimension of the medium sample. Under these constraints the nonlinear processes are naturally described in terms of the Bloch modes and corresponding dispersion relations of the underlying linear periodic medium. ${ }^{29}$

### 1.1. Bloch Expansion

Basic spectral properties of the differential operator $\mathbf{M}$ with periodic coefficients are covered by the Floquet-Bloch theory. ${ }^{30,31}$ Namely, all the eigenvalues and the eigenmodes of $\mathbf{M}$ are parametrized by two indices: zone (band) number $n=1,2, \ldots$, and the quasimomentum $\mathbf{k}$ from the so called Brillouin zone. The Brillouin zone in our case is the cube $[-\pi, \pi]^{d}$. We assume that the positive eigenvalues are naturally ordered

$$
\begin{equation*}
0 \leq \omega_{1}(\mathbf{k}) \leq \omega_{2}(\mathbf{k}) \leq \cdots, \quad \mathbf{k} \text { in }[-\pi, \pi]^{d} \tag{8}
\end{equation*}
$$

Notice that the operator $\mathbf{M}$ has a property that if $\omega$ is an eigenfrequency then $-\omega$ is an eigenfrequency as well. To take into account the negative eigenfrequency we introduce pairs

$$
\begin{equation*}
\bar{n}=(\zeta, n) \text { where } \zeta= \pm 1, n=1,2, \ldots, \tag{9}
\end{equation*}
$$

and set

$$
\begin{equation*}
\omega_{\bar{n}}(\mathbf{k})=\zeta \omega_{n}(\mathbf{k}), \text { for } \bar{n}=(\zeta, n) \tag{10}
\end{equation*}
$$

The corresponding Bloch eigenmodes $\tilde{\mathbf{G}}_{\bar{n}}(\mathbf{r}, \mathbf{k})$ satisfy the following relations

$$
\begin{equation*}
\mathbf{M} \tilde{\mathbf{G}}_{\bar{n}}(\mathbf{r}, \mathbf{k})=\omega_{\bar{n}}(\mathbf{k}) \tilde{\mathbf{G}}_{\bar{n}}(\mathbf{r}, \mathbf{k}), \tilde{\mathbf{G}}_{\bar{n}}(\mathbf{r}+\mathbf{m}, \mathbf{k})=e^{i \mathbf{k} \cdot \mathbf{m}} \tilde{\mathbf{G}}_{\bar{n}}(\mathbf{r}, \mathbf{k}), \mathbf{m} \text { in } \mathbb{Z}^{d} \tag{11}
\end{equation*}
$$

and they are divergence-free. For every fixed quasimomentum $\mathbf{k}$ the eigenfunctions $\tilde{\mathbf{G}}_{\bar{n}}(\mathbf{r}, \mathbf{k})$ with different $\bar{n}$ form an orthonormal basis. For any vector field $\mathbf{U}(\mathbf{r})$ we introduce its Bloch modal expansion

$$
\begin{equation*}
\mathbf{U}(\mathbf{r})=\frac{1}{(2 \pi)^{d}} \sum_{\bar{n}} \int_{[-\pi, \pi]^{d}} \tilde{U}_{\bar{n}}(\mathbf{k}) \tilde{\mathbf{G}}_{\bar{n}}(\mathbf{r}, \mathbf{k}) d \mathbf{k} \tag{12}
\end{equation*}
$$

with $\tilde{U}_{\bar{n}}(\mathbf{k})$ being the Bloch amplitudes of $\mathbf{U}$.

### 1.2. First Nonlinear Response and Interacting Quads

If the excitation current $\mathbf{J}$ is chosen as an appropriate wavepacket, the solution $\mathbf{U}^{(0)}$ to the linear (with $\alpha=0$ ) Maxwell equations becomes a zero order approximation to the solution of the nonlinear Maxwell equation (6). ${ }^{29}$ It can be represented as

$$
\begin{equation*}
\mathbf{U}^{(0)}(t)=\sum_{\bar{n}} \frac{1}{(2 \pi)^{d}} \int_{[-\pi, \pi]^{d}} \tilde{V}_{\bar{n}}^{(0)}(\mathbf{k}, \tau) \mathbf{G}_{\bar{n}}(\mathbf{r}, \mathbf{k}) e^{-i \omega_{\bar{n}}(\mathbf{k}) t} d \mathbf{k}, \quad \tau=\varrho t \tag{13}
\end{equation*}
$$

where $\tau$ is the "slow time" with $\rho \ll 1$, and $\tilde{V}_{\bar{n}}^{(0)}(\mathbf{k}, \tau)$ are slowly varying in time modal amplitudes of the time harmonic carrier waves $\mathbf{G}_{\bar{n}}(\mathbf{r}, \mathbf{k}) e^{-i \omega_{\bar{n}}(\mathbf{k}) t}$. The parameter $\varrho \sim$ $\Delta \omega / \omega_{0}$ is the relative bandwidth of $\mathbf{J}$, where $\Delta \omega$ and $\omega_{0}$ are respectively the bandwidth and the carrier frequency of $\mathbf{J}$.

Let us consider the first order approximation to $\mathbf{U}(t)$, namely

$$
\begin{equation*}
\mathbf{U}(t)=\mathbf{U}^{(0)}(t)+\alpha \mathbf{U}^{(1)}(t)+O\left(\alpha^{2}\right) \tag{14}
\end{equation*}
$$

with $\mathbf{U}^{(1)}(t)$ being the first nonlinear response of the medium. Its Bloch expansion has the form, ${ }^{29}$

$$
\begin{gather*}
\mathbf{U}^{(1)}(t)=\sum_{\bar{n}} \frac{1}{(2 \pi)^{d}} \int_{[-\pi, \pi]^{d}} \tilde{V}_{\bar{n}}^{(1)}(\mathbf{k}, \tau) \mathbf{G}_{\bar{n}}(\mathbf{r}, \mathbf{k}) e^{-i \omega_{\bar{n}}(\mathbf{k}) t} d \mathbf{k}, \quad \tau=\varrho t  \tag{15}\\
\tilde{V}_{\bar{n}}^{(1)}(\mathbf{k}, \tau)=\frac{1}{\varrho} \sum_{\bar{n}^{\prime}, \bar{n}^{\prime \prime}} \int_{0}^{\tau} \int_{[-\pi, \pi]^{d}} \exp \left\{i \phi_{\vec{n}}\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right) \frac{\tau_{1}}{\varrho}\right\}  \tag{16}\\
\breve{Q}_{\vec{n}}\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right) \tilde{V}_{\bar{n}^{\prime}}^{(0)}\left(\mathbf{k}^{\prime}, \tau_{1}\right) \tilde{V}_{\bar{n}^{\prime \prime}}^{(0)}\left(\mathbf{k}^{\prime \prime}, \tau_{1}\right) \tilde{V}_{\bar{n}^{\prime \prime \prime}}^{(0)}\left(\mathbf{k}-\mathbf{k}^{\prime}-\mathbf{k}^{\prime \prime}, \tau_{1}\right) d \mathbf{k}^{\prime} d \mathbf{k}^{\prime \prime} d \tau_{1} \\
\phi_{\vec{n}}\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)=\omega_{\bar{n}}(\mathbf{k})-\omega_{\bar{n}^{\prime}}\left(\mathbf{k}^{\prime}\right)-\omega_{\bar{n}^{\prime \prime}}\left(\mathbf{k}^{\prime \prime}\right)-\omega_{\bar{n}^{\prime \prime \prime}}\left(\mathbf{k}-\mathbf{k}^{\prime}-\mathbf{k}^{\prime \prime}\right) \tag{17}
\end{gather*}
$$

where $\breve{Q}_{\vec{n}}$ is a coefficient depending on the indices $\vec{n}=\left(\bar{n}, \bar{n}^{\prime}, \bar{n}^{\prime \prime}, \bar{n}^{\prime \prime \prime}\right)$ and the quasimomenta $\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}$, and $\phi_{\vec{n}}$ is a $2 \pi$-periodic with respect to $\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}$ phase function.

The asymptotic behavior of $\tilde{V}_{\bar{n}}^{(1)}(\mathbf{k}, \tau)$ in (16) as $\varrho \rightarrow 0$ is determined primarily by the phase $\phi_{\vec{n}}$. Its form (17) signifies the well known fact that the nonlinear interactions for a cubic nonlinearity occur through quads of modes $(\bar{n}, \mathbf{k}),\left(\bar{n}^{\prime}, \mathbf{k}^{\prime}\right),\left(\bar{n}^{\prime \prime}, \mathbf{k}^{\prime \prime}\right)$ and $\left(\bar{n}^{\prime \prime \prime}, \mathbf{k}^{\prime \prime \prime}\right)$ with the corresponding dispersion relations $\omega_{\bar{n}}(\mathbf{k}), \omega_{\bar{n}^{\prime}}\left(\mathbf{k}^{\prime}\right), \omega_{\bar{n}^{\prime \prime}}\left(\mathbf{k}^{\prime \prime}\right)$ and $\omega_{\bar{n}^{\prime \prime \prime}}\left(\mathbf{k}^{\prime \prime \prime}\right)$. The representation (16), (17) explicitly takes into account the phase matching condition

$$
\begin{equation*}
\mathbf{k}^{\prime \prime \prime}=\mathbf{k}-\mathbf{k}^{\prime}-\mathbf{k}^{\prime \prime} \tag{18}
\end{equation*}
$$

for the interacting modes following from the medium periodicity.
To analyze the interactions, we look at the impact of a triad of modes $\left(\bar{n}^{\prime}, \mathbf{k}^{\prime}\right),\left(\bar{n}^{\prime \prime}, \mathbf{k}^{\prime \prime}\right)$ and $\left(\bar{n}^{\prime \prime \prime}, \mathbf{k}-\mathbf{k}^{\prime}-\mathbf{k}^{\prime \prime}\right)$ onto a mode $(\bar{n}, \mathbf{k})$, and observe that the amplitude of the first nonlinear response $\tilde{V}_{\bar{n}}^{(1)}(\mathbf{k}, \tau)$ depends on the amplitudes $\tilde{V}_{\bar{n}^{\prime}}^{(0)}\left(\mathbf{k}^{\prime}, \tau_{1}\right), \tilde{V}_{\bar{n}^{\prime \prime}}^{(0)}\left(\mathbf{k}^{\prime \prime}, \tau_{1}\right)$ and $\tilde{V}_{\bar{n}^{\prime \prime \prime}}^{(0)}\left(\mathbf{k}-\mathbf{k}^{\prime}-\mathbf{k}^{\prime \prime}, \tau_{1}\right), \tau_{1} \leq \tau$, of the linear response. Let us fix a $\tau>0$, and denote the contribution of amplitudes $\tilde{V}_{\bar{n}^{\prime}}^{(0)}\left(\mathbf{k}^{\prime}\right), \tilde{V}_{\bar{n}^{\prime \prime}}^{(0)}\left(\mathbf{k}^{\prime \prime}\right)$, and $\tilde{V}_{\bar{n}^{\prime \prime \prime}}^{(0)}\left(\mathbf{k}-\mathbf{k}^{\prime}-\mathbf{k}^{\prime \prime}\right)$ to the amplitude $\tilde{V}_{\bar{n}}^{(1)}(\mathbf{k})$ by $\tilde{V}_{\bar{n}}^{(1)}\left(\bar{n}, \bar{n}^{\prime}, \bar{n}^{\prime \prime}, \bar{n}^{\prime \prime \prime}, \mathbf{k}^{\prime \prime}, \mathbf{k}^{\prime}, \mathbf{k}\right)$. It is shown in Ref. 29 that for $\varrho \rightarrow 0$ the first nonlinear response $\tilde{V}_{\bar{n}}^{(1)}$ vanishes as a power of $\varrho$, namely

$$
\begin{equation*}
\tilde{V}_{\bar{n}}^{(1)}\left(\bar{n}, \bar{n}^{\prime}, \bar{n}^{\prime \prime}, \bar{n}^{\prime \prime \prime}, \mathbf{k}^{\prime \prime}, \mathbf{k}^{\prime}, \mathbf{k}\right) \sim \varrho^{q}, \varrho \rightarrow 0 \text { where } 0<q \leq \infty \tag{19}
\end{equation*}
$$

where the index $q$ describes the intensity of the interaction. If, for instance, the modes $(\bar{n}, \mathbf{k}),\left(\bar{n}^{\prime}, \mathbf{k}^{\prime}\right),\left(\bar{n}^{\prime \prime}, \mathbf{k}^{\prime \prime}\right)$, and $\left(\bar{n}^{\prime \prime \prime}, \mathbf{k}^{\prime \prime \prime}\right)$ are chosen "at random" then the above index $q$ is infinite, and consequently the mode interaction is weaker than any power of $\varrho$ as $\varrho \rightarrow$ 0 . But for special choices of quads the corresponding indices $q$ can be finite with more appreciable nonlinear interactions. When $q$ is finite, following Ref. 29 we introduce the index of interaction $q_{0}$ for the quad of modes by

$$
\begin{equation*}
q_{0}=q_{0}\left(\vec{n}, \mathbf{k}^{\prime \prime}, \mathbf{k}^{\prime}, \mathbf{k}\right)=q+1, \quad \vec{n}=\left(\bar{n}, \bar{n}^{\prime}, \bar{n}^{\prime \prime}, \bar{n}^{\prime \prime \prime}\right) . \tag{20}
\end{equation*}
$$

It turns out that the index $q_{0}$ takes on only a few universal values, most important of which are collected in tables of Section 3. Note that a smaller interaction index $q_{0}$ corresponds to a stronger interaction.

The formula (16) suggests that the integral

$$
\begin{gather*}
I_{\vec{n}}(\mathbf{k}, \tau)=\frac{1}{\varrho} \int_{0}^{\tau} \int_{[-\pi, \pi]^{3}} \exp \left\{i \phi_{\vec{n}}\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right) \frac{\tau_{1}}{\varrho}\right\} A\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}, \tau_{1}\right) d \mathbf{k}^{\prime} d \mathbf{k}^{\prime \prime} d \tau_{1},  \tag{21}\\
A\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}, \tau_{1}\right)=\tilde{Q}_{\vec{n}}(\mathbf{k}) \tilde{V}_{\bar{n}^{\prime}}^{(0)}\left(\mathbf{k}^{\prime}, \tau_{1}\right) \tilde{V}_{\bar{n}^{\prime \prime}}^{(0)}\left(\mathbf{k}^{\prime \prime}, \tau_{1}\right) \tilde{V}_{\bar{n}^{\prime \prime \prime}}^{(0)}\left(\mathbf{k}-\mathbf{k}^{\prime}-\mathbf{k}^{\prime \prime}, \tau_{1}\right), \tag{22}
\end{gather*}
$$

represents the nonlinear impact of the triad of modes $\left(\bar{n}^{\prime}, \mathbf{k}^{\prime}\right),\left(\bar{n}^{\prime \prime}, \mathbf{k}^{\prime \prime}\right),\left(\bar{n}^{\prime \prime \prime}, \mathbf{k}^{\prime \prime \prime}\right)$ onto the mode $(\bar{n}, \mathbf{k})$. We refer to integrals (21) as the oscillatory interaction integrals. Such
interaction process is known in nonlinear optics as four wave mixing. We would like to emphasize that since the propagating wavepacket has a finite spatial range, its spectrum contains a continuum of modes all of which are involved in the four wave mixing. But for small $\varrho$ almost all interactions are insignificant except for a few. ${ }^{29}$

### 1.3. Selection Rules

To single out and classify significant nonlinear interactions one has to study the asymptotic behavior of the integrals (21) as $\varrho \rightarrow 0$. An analysis of the interaction integrals $I_{\vec{n}}(\mathbf{k}, \tau)$ of the form (21) carried out in Ref. 29 shows that a stronger nonlinear interaction can be found with the help of three selection rules. The first one, known as the phase matching condition (18), is already built in the very form of $I_{\vec{n}}(\mathbf{k}, \tau)$. The second selection rule, known as the frequency matching condition (FMC), is

$$
\begin{equation*}
\phi_{\vec{n}}\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)=0 \tag{23}
\end{equation*}
$$

or, in view of (17),

$$
\begin{equation*}
\omega_{\bar{n}}(\mathbf{k})-\omega_{\bar{n}^{\prime}}\left(\mathbf{k}^{\prime}\right)-\omega_{\bar{n}^{\prime \prime}}\left(\mathbf{k}^{\prime \prime}\right)-\omega_{\bar{n}^{\prime \prime \prime}}\left(\mathbf{k}-\mathbf{k}^{\prime}-\mathbf{k}^{\prime \prime}\right)=0 \tag{24}
\end{equation*}
$$

It is shown in Ref. 29 that if (24) is not fulfilled, the magnitude of the interaction integral $I_{\vec{n}}(\mathbf{k}, \tau)$ would be of order $\varrho^{q_{0}+1}$ compared with $\varrho^{q_{0}}$ if (24) is satisfied. Therefore, the condition (24) must hold for stronger interactions.

The third selection rule, called the group velocity matching condition, ${ }^{29}$ follows from the asymptotic analysis of the integral

$$
\begin{equation*}
I_{\vec{n}}(\mathbf{k})=\frac{1}{\varrho} \int_{[-\pi, \pi]^{d}} \exp \left\{i \phi_{\vec{n}}\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right) \frac{\tau_{1}}{\varrho}\right\} A\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}, \tau_{1}\right) d \mathbf{k}^{\prime} d \mathbf{k}^{\prime \prime} \tag{25}
\end{equation*}
$$

which is an interior integral in (21). Evidently, the integral involves the large parameter $\frac{1}{\varrho}$ for $\varrho \ll 1$, and one can apply the stationary phase method. According to the method, for any fixed $\mathbf{k}$ the asymptotic behavior of $I_{\vec{n}}(\mathbf{k})$ as $\varrho \rightarrow 0$ is determined by critical points of the phase function $\phi_{\vec{n}}\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)$, i.e. the points $\left(\mathbf{k}_{*}^{\prime}, \mathbf{k}_{*}^{\prime \prime}\right)$ solving the following two $d$-component equations

$$
\begin{equation*}
\nabla_{k^{\prime}} \phi_{\vec{n}}\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)=0, \nabla_{k^{\prime \prime}} \phi_{\vec{n}}\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)=0 \tag{26}
\end{equation*}
$$

In view of (17), the equations (26) can be recast as

$$
\begin{equation*}
\nabla \omega_{\bar{n}^{\prime}}\left(\mathbf{k}_{*}^{\prime}\right)=\nabla \omega_{\bar{n}^{\prime \prime}}\left(\mathbf{k}_{*}^{\prime \prime}\right)=\nabla \omega_{\bar{n}^{\prime \prime \prime}}\left(\mathbf{k}_{*}^{\prime \prime \prime}\right), \mathbf{k}_{*}^{\prime \prime \prime}=\mathbf{k}-\mathbf{k}_{*}^{\prime}-\mathbf{k}_{*}^{\prime \prime}, \tag{27}
\end{equation*}
$$

justifying the name group velocity matching condition $(G V M)$ since $\nabla \omega_{\bar{n}^{\prime}}(\mathbf{k})$ is the group velocity of the $\mathbf{k}$-component of the linear wavepacket.

## 2. OUTLINE OF MAIN RESULTS

The stationary phase method analysis shows that the contribution of a critical point $\left(\mathbf{k}_{*}^{\prime}, \mathbf{k}_{*}^{\prime \prime}\right)$ to the integral $I_{\vec{n}}(\mathbf{k})$ is of order $\varrho^{q_{0}-1}$ where $q_{0}$ is determined by the properties of the phase function $\phi_{\vec{n}}$ at this point. ${ }^{29}$ Notice that the critical point $\left(\mathbf{k}_{*}^{\prime}, \mathbf{k}_{*}^{\prime \prime}\right)$ does not depend on the amplitude $A\left(\mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)$ provided it is smooth, but the magnitude of the interaction clearly is proportional to $A\left(\mathbf{k}_{*}^{\prime}, \mathbf{k}_{*}^{\prime \prime}\right)$. Such points must satisfy (27) whereas all other points and corresponding interactions are negligible. Observe that the vector equation (27) yields $2 d$ scalar equations for $2 d$ variables $\mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}$ and may have several solutions. The FMC condition (24) imposes one more constraint on $\mathbf{k}_{*}^{\prime}, \mathbf{k}_{*}^{\prime \prime}$.

Note that for a fixed $\mathbf{k}$ the conditions (27) together with (24) impose $2 d+1$ equations on $2 d$ variables, and in a generic case one cannot expect these conditions to be satisfied. Of course, there are cases when $2 d+1$ equations on $2 d$ variables have a solution, but such cases are not typical. It turns out, though, that under the inversion (spectral) symmetry condition

$$
\begin{equation*}
\omega_{n}(\mathbf{k})=\omega_{n}(-\mathbf{k}), \mathbf{k} \in[-\pi, \pi]^{d}, n=1,2, \ldots \tag{28}
\end{equation*}
$$

the equations have solutions. The inversion symmetry condition (28) on the dispersion relations is a special case of Wigner time-reversal symmetry ${ }^{32}$ ), and it always holds, for instance, for any nonmagnetic periodic medium. Note that (28) implies

$$
\begin{equation*}
\nabla \omega_{n}(\mathbf{k})=-\nabla \omega_{n}(-\mathbf{k}) \tag{29}
\end{equation*}
$$

In this paper we study the case when (28) holds and show that the overdetermined system (27), (23) always has a solution. In particular, for a given $(\bar{n}, \mathbf{k})$ the quad of strongly interacting modes solving the overdetermined system (27), (23) satisfies the following relations

$$
\begin{equation*}
n^{\prime}=n^{\prime \prime}=n^{\prime \prime \prime}=n \tag{30}
\end{equation*}
$$

In other words, the quad of modes belongs to the same band. In addition to that, the quasimomenta and the signs $\zeta$ in the index $\bar{n}=(\zeta, n)$ of $\omega_{\bar{n}}(\mathbf{k})$ are chosen as follows:

$$
\begin{equation*}
\mathbf{k}_{*}^{\prime \prime \prime}=-\mathbf{k}, \mathbf{k}_{*}^{\prime}=\mathbf{k}_{*}^{\prime \prime}=\mathbf{k}, \quad \zeta^{\prime \prime \prime}=-\zeta, \zeta^{\prime}=\zeta^{\prime \prime}=\zeta \tag{31}
\end{equation*}
$$

If $\zeta$ are chosen as in (31) the phase function (17) takes the form

$$
\phi_{\vec{n}}\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)= \pm\left[-\omega_{n}(\mathbf{k})+\omega_{n^{\prime}}\left(\mathbf{k}^{\prime}\right)+\omega_{n^{\prime \prime}}\left(\mathbf{k}^{\prime \prime}\right)-\omega_{n^{\prime \prime \prime}}^{\prime \prime}\left(\mathbf{k}-\mathbf{k}^{\prime}-\mathbf{k}^{\prime \prime}\right)\right]
$$

and it is easy to examine that (27) and (24) are satisfied. There are two more quads similar to (31) with the same property, namely

$$
\begin{equation*}
\mathbf{k}_{*}^{\prime}=-\mathbf{k}, \mathbf{k}_{*}^{\prime \prime}=\mathbf{k}_{*}^{\prime \prime \prime}=\mathbf{k}, \zeta^{\prime \prime}=\zeta^{\prime \prime \prime}=\zeta, \zeta^{\prime}=-\zeta \tag{32}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{k}_{*}^{\prime \prime}=-\mathbf{k}, \mathbf{k}_{*}^{\prime}=\mathbf{k}_{*}^{\prime \prime \prime}=\mathbf{k}, \zeta^{\prime \prime \prime}=\zeta^{\prime}=\zeta, \zeta^{\prime \prime}=-\zeta . \tag{33}
\end{equation*}
$$

In the nonlinear optics this type of interactions is known to occur in the process of a degenerate four-wave mixing, Ref. 28 p. 232.

Let us gauge now the intensity of nonlinear interactions using the interaction index $q_{0}$ and find the corresponding quads of modes. For simplicity, we consider $d=1$ and $d=2$. If we allow $\mathbf{k}$ in the system (24), (26) to be a variable together with $\mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}$ and if the dispersion relations do not have the inversion symmetry (28) and are generic, the set of all solutions is a $d-1$ dimensional manifold in the $\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}$-space. Let us denote this manifold by $\Xi=\Xi(\vec{n})$. Every point $\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)$ in $\Xi(\vec{n})$ corresponds to a strongly interacting quad.

Remarkably, in the presence of the inversion symmetry (28), if $n=n^{\prime}=n^{\prime \prime}=$ $n^{\prime \prime \prime}$ and the signs $\zeta$ are as in (31), (32) or (33), the manifold $\Xi(\vec{n})$ is $d$-dimensional. In addition to that, the index $q_{0}\left(\vec{n}, \mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)$ of a strongly interacting quad depends on the rank of the Hessian $\nabla^{2} \phi_{\vec{n}}\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)$ of the phase function at the point. For a typical quad from $\Xi(\vec{n})$ the Hessian at the point is not degenerate, its rank equals $2 d$, and the interaction index $q_{0}=d$. Let us denote by $\Xi^{\prime}=\Xi^{\prime}(\vec{n})$ a submanifold of $\Xi(\vec{n})$ on which the determinant of the Hessian of $\phi_{\vec{n}}\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)$ with respect to $\mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}$ vanishes, and by $\Xi^{\prime \prime}=\Xi^{\prime \prime}(\vec{n})$ the submanifold of $\Xi^{\prime}(\vec{n})$ on which the rank of the Hessian is $2 d-2$. As a rule, interactions corresponding to $\Xi^{\prime \prime}$ are stronger than the ones corresponding to $\Xi^{\prime}$, and interactions corresponding to $\Xi^{\prime}$ are stronger than the ones corresponding to $\Xi$. Our analysis shows that if the inversion symmetry (28) holds and $n=n^{\prime}=n^{\prime \prime}=n^{\prime \prime \prime}$ then the manifold $\Xi^{\prime \prime}(\vec{n})$ is always non-empty and its dimension is $d-1$. For quads from $\Xi^{\prime \prime}$ generically the index $q_{0}=d-\frac{1}{3}$, for $d=1,2$. When the inversion symmetry condition (28) does not hold, $\Xi^{\prime \prime}(\vec{n})$ may be empty. In fact, it is always empty for a generic onedimensional medium, $d=1$. For a generic two-dimensional medium, $d=2$, without inversion symmetry it may be non-empty only for the quads related to the Third Harmonic Generation when

$$
\begin{equation*}
n^{\prime}=n^{\prime \prime}=n^{\prime \prime \prime}, \mathbf{k}_{*}^{\prime}=\mathbf{k}_{*}^{\prime \prime}=\mathbf{k}_{*}^{\prime \prime \prime}=\frac{1}{3} \mathbf{k}, \zeta=\zeta^{\prime}=\zeta^{\prime \prime}=\zeta^{\prime \prime \prime} \tag{34}
\end{equation*}
$$

In addition, if $\Xi^{\prime \prime}$ is non-empty, it may consist of only several points, that is the dimension of $\Xi^{\prime \prime}$ is zero, and the interaction index $q_{0}=\frac{5}{3}$.

Therefore, the symmetry condition (28) dramatically changes the structure and the dimension of the manifold $\Xi(\vec{n})$ of solutions $\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)$ to the selections rules (23), (24) describing strongly interacting modes. Namely, for any $(\bar{n}, \mathbf{k})$ there always exist a quad of modes involving ( $\bar{n}, \mathbf{k}$ ) and satisfying all the selection rules. In addition to that, the interactions are stronger than in the absence of the inversion symmetry (see tables in Section 4).

Recall that the optical Kerr effect (Ref. 28 p. 26) involves a quadruple of interacting modes with frequencies $-\omega_{S}, \omega_{P},-\omega_{P}, \omega_{S}$. Similar interactions occur for a periodic medium with the inversion symmetry (28) for quads satisfying all the selection rules. Indeed, let us set

$$
\omega_{S}=\omega_{n}(\mathbf{k})=\omega_{n^{\prime}}\left(\mathbf{k}^{\prime}\right), \omega_{P}=\omega_{n^{\prime}}\left(\mathbf{k}^{\prime \prime}\right)=\omega_{n^{\prime \prime \prime}}\left(\mathbf{k}-\mathbf{k}^{\prime}-\mathbf{k}^{\prime \prime}\right)
$$

$$
\begin{equation*}
n^{\prime \prime \prime}=n^{\prime \prime}, n=n^{\prime}, \mathbf{k}=\mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime \prime}=-\mathbf{k}^{\prime \prime}, \zeta=\zeta^{\prime}=\zeta^{\prime \prime}=-\zeta^{\prime \prime \prime} \tag{35}
\end{equation*}
$$

Then the phase function takes the form

$$
\left.\phi_{\vec{n}}\left(, \mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)\right)=-\omega_{n}(\mathbf{k})+\omega_{n^{\prime}}\left(\mathbf{k}^{\prime}\right)+\omega_{n^{\prime \prime}}\left(\mathbf{k}^{\prime \prime}\right)-\omega_{n^{\prime \prime \prime}}\left(\mathbf{k}-\mathbf{k}^{\prime}-\mathbf{k}^{\prime \prime}\right)
$$

This function always satisfies FMC; obviously GVM holds for $\mathbf{k}^{\prime \prime}=\mathbf{k}^{\prime}, n^{\prime \prime}=n^{\prime}$, but GVM may also hold for the case $n^{\prime \prime} \neq n^{\prime}, \mathbf{k}^{\prime \prime} \neq \mathbf{k}^{\prime}=\mathbf{k}$ if the equation $\nabla \omega_{n^{\prime}}\left(\mathbf{k}^{\prime}\right)=\nabla \omega_{n^{\prime \prime}}\left(\mathbf{k}^{\prime \prime}\right)$ is satisfied. The last condition yields $d$ scalar equations on $d$ variables $\mathbf{k}^{\prime \prime}$ and may be satisfied for several $\mathbf{k}^{\prime \prime}=\mathbf{k}^{\prime \prime}(\mathbf{k})$.

## 3. OSCILLATORY INTEGRALS

For $\varrho \rightarrow 0$ the interaction integral of equation (25) involves a rapidly oscillating function $\exp \left\{i \phi_{\vec{n}}\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right) \frac{\tau 1}{\varrho}\right\}$. To analyze its asymptotic behavior we consider the integral

$$
\begin{equation*}
I(\varrho, \mathbf{k})=\int_{\mathbf{R}^{d}} e^{i \Phi(\mathbf{k}, \mathbf{s}) / \varrho} A(\mathbf{k}, \mathbf{s}) d \mathbf{s}, \mathbf{s}=\left(\mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right), \varrho \rightarrow 0 \tag{36}
\end{equation*}
$$

where the the integration variable $\mathbf{s}$ has dimension $d_{I}=2 d, \mathbf{k}$ is a continuous parameter, and the phase function is

$$
\begin{equation*}
\Phi(\mathbf{k}, \mathbf{s})=\phi_{\vec{n}}\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right) \tag{37}
\end{equation*}
$$

with $\phi_{\vec{n}}$ being defined by (17). The phase $\Phi(\mathbf{k}, \mathbf{s})$ depends on a $d$-dimensional parameter $\mathbf{k}$ and is assumed to satisfy the FMC equation $\Phi(\mathbf{k}, \mathbf{s})=0$ that imposes one constraint on $d$ parameters. Hence, generally speaking, $\Phi(\mathbf{k}, \mathbf{s})$ is a $d-1$ parametric family of phase functions. Note that the integral (25) has the factor $\varrho^{-1}$ which is not included in the integral (36).

Let us review briefly the main points of the stationary phase method for oscillatory integrals of the form

$$
\begin{equation*}
I(\varrho)=\int_{\mathbf{R}^{d_{I}}} e^{i \Phi(\mathbf{s}) / \varrho} A(\mathbf{s}) d \mathbf{s}, \varrho \rightarrow 0 \tag{38}
\end{equation*}
$$

where $A(\mathbf{s})$ is assumed to be an infinitely smooth with a finite support. According to the stationary phase method, the main contribution to $I(\varrho)$ for $\varrho \rightarrow 0$ comes from small neighborhoods of critical points of the phase $\Phi(\mathbf{s})$, that is points $\mathbf{s}_{*}$ satisfying the equation

$$
\begin{equation*}
\nabla_{\mathbf{s}} \Phi(\mathbf{s})=0 \tag{39}
\end{equation*}
$$

and those contributions are proportional to powers of $\varrho$. The corresponding coefficients before the powers are written in terms of values of $\Phi(\mathbf{s}), A(\mathbf{s})$ and its derivatives at critical points $\mathbf{s}_{*}$. Since (39) is a system of $d_{I}$ equations for $d_{I}$ variables, for a generic $\Phi(\mathbf{s})$ there is a finite number of such points.

### 3.1. Standard Asymptotic Approximations

In this subsection we list some standard asymptotic formulas used in our analysis. One of the most important characteristics of a critical point $\mathbf{s}_{*}$ is the rank of the Hessian $\Phi^{\prime \prime}\left(\mathbf{s}_{*}\right)$. The formulas provided below are for the cases when the rank of the Hessian is $d_{I}$ or $d_{I}-1$.

### 3.1.1. Non-Degenerate Points

When the rank of the Hessian is $d_{I}$ we have a non-degenerate critical point $\mathbf{s}_{*}$, or a critical point of type $A_{1}$. All the eigenvalues $\mu_{1}, \ldots, \mu_{d_{I}}$ of the Hessian at this point are non-zero, and the following classical formula holds

$$
\begin{equation*}
I(\varrho)=b_{0} \varrho^{\frac{d_{I}}{2}} b_{\mathcal{T}} A\left(\mathbf{s}_{*}\right) e^{i \Phi\left(\mathbf{s}_{*}\right) / \varrho}+O\left(\varrho^{\frac{d_{I}}{2}+1}\right), \varrho \rightarrow 0 \tag{40}
\end{equation*}
$$

with

$$
\begin{equation*}
b_{0}=\frac{(2 \pi)^{\frac{d_{I}}{2}}}{\sqrt{\left|\operatorname{det} \Phi^{\prime \prime}\left(\mathbf{s}_{*}\right)\right|}} \exp \left\{i \eta \Phi\left(\mathbf{s}_{*}\right)+\frac{i \pi}{4} \operatorname{sign}\left[\Phi^{\prime \prime}\left(\mathbf{s}_{*}\right)\right]\right\} \tag{41}
\end{equation*}
$$

where $\operatorname{sign}\left[\Phi^{\prime \prime}\left(\mathbf{s}_{*}\right)\right]$ is the signature of the matrix $H$ (the algebraic sum of the signs of the matrix eigenvalues).

### 3.1.2. Simplest degenerate points

When the rank of the Hessian is $d_{I}-1$ we have a critical point $\mathbf{s}_{*}$ of the type $A_{p}$, $p>1$. One of the eigenvalues of the Hessian vanishes, i.e. $\mu_{d_{I}}=0$. In this case along a curve tangent to the null-space of $\Phi^{\prime \prime}\left(\mathbf{s}_{*}\right)$ the function $\Phi(\mathbf{s})$ vanishes at $\mathbf{s}_{*}$ as $\left|\mathbf{s}-\mathbf{s}_{*}\right|^{p+1}$ with $p>1$. For a critical point of the class $\mathcal{T}=A_{p}$ the leading term of the asymptotics takes the form (see, for example, Ref. 33, Section 6.1):

$$
\begin{equation*}
I(\varrho)=\varrho^{\frac{d_{I}-1}{2}+\frac{1}{p+1}} b_{\mathcal{T}} A\left(\mathbf{s}_{*}\right) e^{i \eta \Phi\left(\mathbf{s}_{*}\right)}+O\left(\varrho^{\frac{d_{I}-1}{2}+\frac{2}{p+1}}\right) \tag{42}
\end{equation*}
$$

where the coefficient $b_{\mathcal{T}}=b_{A_{p}}$ is determined by the phase $\Phi$ at $\mathbf{s}_{*}$ by a formula similar to (41) and the oscillatory index is

$$
\begin{equation*}
q_{\mathcal{T}}=q_{A_{p}}=\frac{d_{I}-1}{2}+\frac{1}{p+1} \tag{43}
\end{equation*}
$$

Formula (43) for the oscillatory index holds as well for a non-degenerate point with $p=1$.
When the rank of the Hessian is $d_{I}-2$ a more involved analysis of critical points $\mathbf{s}_{*}$ is needed. For the asymptotic expansions of oscillatory integrals with a general phase functions see Refs. 34, 35, and references therein. Our analysis shows that to find the leading terms of asymptotics in generic situations when $\mathbf{k}$ is one-, two-, or three-dimensional variable it is sufficient to consider relatively simple singularities and the values of the index $q_{\mathcal{T}}$ can be found in these cases.

### 3.2. Oscillatory Integrals With Parameters

In this subsection we focus on the oscillatory integrals (36) that depend on the parameter $\mathbf{k}$. To make the results more transparent, we consider first a general phase $\Phi(\mathbf{k}, \mathbf{s})$ and do not assume the special structure (37). Then we consider the case of (37) not assuming the inversion symmetry (28), and, finally, we will consider the case when (28) holds.

### 3.2.1. General Phase Function

Let us consider the integral (36) with a general phase function $\Phi(\mathbf{k}, \mathbf{s})$ that does not have the special structure of (17). This example serves as a basis for a comparison and indicates the effect coming from the structure of (17).

Case 1. Let $d_{I}=2 d=2$. In this case the GVM conditions (26) and the FMC condition (23) yield 3 equations on three one-dimensional parameters $\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}$ selecting several values $\left(\mathbf{k}_{*}, \mathbf{s}_{*}\right)$ of the variables $\mathbf{s}$ and $\mathbf{k}$. Hence, the manifold $\Xi$ has zero dimension, and for a fixed typical $\mathbf{k} \neq \mathbf{k}_{*}$ the system does not have a solution. In a generic case, the Hes$\operatorname{sian} \Phi^{\prime \prime}\left(\mathbf{k}_{*}, \mathbf{s}_{*}\right)$ with respect to $\mathbf{s}$ at these points is non-degenerate, $\operatorname{det} \Phi^{\prime \prime}\left(\mathbf{k}_{*}, \mathbf{s}_{*}\right) \neq 0$, therefore $\Xi^{\prime}$ is empty. The principal term of asymptotics of (36) by the classical stationary phase method (41) is of order $\varrho$.

Case 2. Let us take $d_{I}=4$. The vector equations (26) and (23) yield 5 scalar equations on three two-dimensional parameters $\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}$, that is 5 equations on 6 variables. Their solutions $\overrightarrow{\mathbf{k}}=\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)$ form a manifold $\Xi$ of the strongly interacting modes. In a generic case, $\Xi$ is a one-dimensional manifold (a curve). This manifold may have singular points (self-intersections). When $\mathbf{k}$ from this curve is fixed, we have several critical points $\mathbf{s}_{*}=$ $\left(\mathbf{k}_{*}^{\prime}, \mathbf{k}_{*}^{\prime \prime}\right)$. When the Hessian $\Phi^{\prime \prime}(\mathbf{k}, \mathbf{s})=\nabla_{k^{\prime} k^{\prime \prime}}^{2} \Phi\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)$ of $\Phi\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)$ with respect to $\mathbf{s}=\left(\mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)$ is non-degenerate, i.e.

$$
\operatorname{det} \nabla_{k^{\prime} k^{\prime \prime}}^{2} \Phi\left(\mathbf{k}, \mathbf{k}_{*}^{\prime}, \mathbf{k}_{*}^{\prime \prime}\right) \neq 0
$$

we have non-degenerate critical points $\mathbf{s}_{*}=\left(\mathbf{k}_{*}^{\prime}, \mathbf{k}_{*}^{\prime \prime}\right)$ of the phase function. According to (41) the contribution of such a point to the integral (36) is of order $\varrho^{2}$.

Since the interaction manifold $\Xi$ is one-dimensional, there can be points where

$$
\begin{equation*}
\operatorname{det} \nabla_{k^{\prime} k^{\prime \prime}}^{2} \Phi\left(\mathbf{k}, \mathbf{k}_{*}^{\prime}, \mathbf{k}_{*}^{\prime \prime}\right)=0 \tag{44}
\end{equation*}
$$

The solutions to (44) form the manifold $\Xi^{\prime}$. If $\operatorname{det} \nabla_{k^{\prime} k^{\prime \prime}}^{2} \Phi\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)$ changes the sign along the curve at such a point (this is a generic case), such a point cannot be eliminated by small perturbations of the dispersion function $\Phi(\mathbf{k}, \mathbf{s})$. Hence, the degeneration is robust and $\Xi^{\prime}$ may be non-empty. In a generic case, the rank of the Hessian is $d_{I}-1$, and a generic $\Phi(\mathbf{k}, \mathbf{s})$ at $\mathbf{s}=\mathbf{s}^{*}$ vanishes in the direction of the null-space of the Hessian at cubic rate, resulting in a singularity of the type $A_{2}$. According to (42) the contribution of such point is of order $\varrho^{11 / 6}$.

### 3.2.2. Phase Function of Four-Wave Interactions

We consider now (36) with a phase function $\Phi(\mathbf{k}, \mathbf{s})$ that has the special structure given by (17). Since $\omega_{\bar{n}}(\mathbf{k})= \pm \omega_{n}(\mathbf{k})=\zeta \omega_{n}(\mathbf{k})$, where the sign is determined by the $\zeta$-component of $\bar{n}=(\zeta, n)$, we have by (17)

$$
\begin{aligned}
\Phi(\mathbf{k}, \mathbf{s}) & =\phi_{\vec{n}}\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right) \\
& =\zeta \omega_{n}(\mathbf{k})-\zeta^{\prime} \omega_{n^{\prime}}\left(\mathbf{k}^{\prime}\right)-\zeta^{\prime \prime} \omega_{n^{\prime \prime}}\left(\mathbf{k}^{\prime \prime}\right)-\zeta^{\prime \prime \prime} \omega_{n^{\prime \prime}}\left(\mathbf{k}-\mathbf{k}^{\prime}-\mathbf{k}^{\prime \prime}\right), \mathbf{s}=\left(\mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)
\end{aligned}
$$

If $n^{\prime \prime \prime} \neq n^{\prime \prime}$ or $n^{\prime \prime \prime} \neq n^{\prime}$, the analysis of (36) is similar to the analysis for a general phase function and it yields the same conclusions. If $d=1, d_{I}=2$, for a generic $\omega_{n}(\mathbf{k})$ even in the case $n^{\prime \prime \prime}=n^{\prime \prime}=n^{\prime}$ the situation is similar to the considered case of a general $\Phi(\mathbf{k}, \mathbf{s})$. Namely, in the case $d=1$ for a generic $\omega_{n}(\mathbf{k})$ there are only non-degenerate points, $\Xi^{\prime}$ is empty and the oscillatory integral (36) has the leading asymptotic term of order $\varrho^{1}$.

In the case $d=2$, for a generic $\omega_{n}(\mathbf{k})$ the manifold $\Xi$ is one-dimensional (if nonempty) and $\Xi^{\prime}$ is zero-dimensional (if non-empty). For a generic $\omega_{n}(\mathbf{k})$ points from $\Xi^{\prime}$ are of the type $A_{2}$, and we have a contribution from such a point of order $\varrho^{11 / 6}$ as for a general phase function. The special structure of the function $\Phi(\mathbf{k}, \mathbf{s})$ implies certain restrictions on the Hessian. The Hessian $\Phi^{\prime \prime}(\mathbf{k}, \mathbf{s})$ with respect to $\left(\mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)=\mathbf{s}$ takes the block form

$$
\Phi^{\prime \prime}\left(\mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)=-\left(\begin{array}{cc}
\zeta^{\prime} \omega_{n^{\prime}}^{\prime \prime}\left(\mathbf{k}^{\prime}\right)+\zeta^{\prime \prime \prime} \omega_{n^{\prime \prime \prime}}^{\prime \prime}\left(\mathbf{k}^{\prime \prime \prime}\right) & \zeta^{\prime \prime \prime} \omega_{n^{\prime \prime \prime}}^{\prime \prime}\left(\mathbf{k}^{\prime \prime \prime \prime}\right)  \tag{45}\\
\zeta^{\prime \prime \prime} \omega_{n^{\prime \prime \prime}}^{\prime \prime \prime}\left(\mathbf{k}^{\prime \prime \prime}\right) & \zeta^{\prime \prime} \omega_{n^{\prime \prime}}^{\prime \prime}\left(\mathbf{k}^{\prime \prime}\right)+\zeta^{\prime \prime \prime} \omega_{n^{\prime \prime \prime}}^{\prime \prime}\left(\mathbf{k}^{\prime \prime \prime}\right)
\end{array}\right)
$$

where $\mathbf{k}^{\prime \prime \prime}=\mathbf{k}-\mathbf{k}^{\prime}-\mathbf{k}^{\prime \prime}$.
The case $n^{\prime \prime \prime}=n^{\prime \prime}=n^{\prime}$ is special. In this case when $\zeta^{\prime}=\zeta^{\prime \prime}=\zeta^{\prime \prime \prime}$ the GVM condition (27) has a special family of solutions

$$
\begin{equation*}
\mathbf{k}_{*}^{\prime}=\mathbf{k}_{*}^{\prime \prime}=\mathbf{k}_{*}^{\prime \prime \prime}=\frac{1}{3} \mathbf{k} . \tag{46}
\end{equation*}
$$

If (23) is satisfied too, the special solutions correspond to the Third Harmonic Generation.
If $n^{\prime \prime \prime}=n^{\prime \prime}=n^{\prime}, \mathbf{k}_{*}^{\prime}=\mathbf{k}_{*}^{\prime \prime}=\mathbf{k}_{*}^{\prime \prime \prime}$ (and if (23) is satisfied), an analysis shows that $\zeta^{\prime}=\zeta^{\prime \prime}=\zeta^{\prime \prime \prime}$ is the only case that makes an essential difference compared with the case of a general function. If the rank of $\omega_{n^{\prime}}^{\prime \prime}\left(\mathbf{k}_{*}^{\prime}\right)$ is $d$, the rank of $\Phi^{\prime \prime}\left(\mathbf{k}_{*}^{\prime}, \mathbf{k}_{*}^{\prime}\right)$ is $2 d$. If the rank of $\omega_{n^{\prime}}^{\prime \prime}\left(\mathbf{k}_{*}^{\prime}\right)$ is $d-1$, then the rank of $\Phi^{\prime \prime}\left(\mathbf{k}_{*}^{\prime}, \mathbf{k}_{*}^{\prime}\right)$ in (45) is $2 d-2$. Therefore on the curve $\Xi$ at a generic point the Hessian is non-degenerate and the integral is of order $\varrho$. At several points where $\operatorname{det} \omega_{n^{\prime}}^{\prime \prime}\left(\mathbf{k}_{*}^{\prime}\right)=0$, that is on $\Xi^{\prime \prime}$, the integral is of order $\varrho^{5 / 3}$. Note that the manifolds $\Xi, \Xi^{\prime}$ and $\Xi^{\prime \prime}$ may be empty.

### 3.2.3. Phase Function of Four-Wave Interactions With the Inversion (Spectral) Symmetry

In this case for a given $(\bar{n}, \mathbf{k})$ the stronger interactions are attained for quads given by (30), that is $n^{\prime \prime \prime}=n^{\prime \prime}=n^{\prime}=n$, and (31), (32), or (33). The GVM conditions (26) and
the FMC condition (23) are always satisfied. The manifold $\Xi(\vec{n})$ is obviously non-empty, and the index of an interacting quad is determined by the properties of the Hessian. The values of the indices are given below.

In the one-dimensional case, $d=1, \omega_{n}^{\prime \prime}(\mathbf{k})$ is a scalar. For almost all $\mathbf{k} \omega_{n}^{\prime \prime}(\mathbf{k}) \neq 0$, and, using (41), we get the integral of order $\varrho$. If $\omega_{n}^{\prime \prime}\left(\mathbf{k}_{*}\right)=0$, by (45) we get a point from $\Xi^{\prime \prime}$. Generically, the oscillatory integral is of order $\varrho^{2 / 3}, q_{0}=\frac{2}{3}$. Note that since FMC and GVM conditions are satisfied for any $\mathbf{k}$, we can find a point $\mathbf{k}_{*}$ such that $\omega_{n}^{\prime \prime}\left(\mathbf{k}_{*}\right)=0$ (even in the one dimensional case, $d=1$ ). Such $\mathbf{k}_{*}$ always exists since $\omega_{n}(\mathbf{k})$ is periodic and, hence, there always exists an inflection point. Therefore $\Xi^{\prime \prime}$ is non-empty and zerodimensional.

In the two-dimensional case, $d=2, d_{I}=4$ and $\omega_{n}^{\prime \prime}(\mathbf{k})$ is a symmetric $2 \times 2$ quadratic matrix with 3 independent coefficients. When the matrix $\omega_{n}^{\prime \prime}(\mathbf{k})$ has a zero eigenvalue, the second eigenvalue generically is not zero. The rank of $\Phi^{\prime \prime}\left(\mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)$ in (45) in this case equals 2 , and we get a point of $\Xi^{\prime \prime}$. Note that the manifold $\Xi^{\prime \prime}$ is always non-empty. According to (31), (32), (33) the manifold $\Xi^{\prime \prime}$ consists of three curves in the $\left(\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}\right)$-plane, one of which is described by

$$
\operatorname{det} \omega_{n}^{\prime \prime}(\mathbf{k})=0, \mathbf{k}^{\prime}=\mathbf{k}^{\prime \prime}=\mathbf{k}
$$

The function $\operatorname{det} \omega_{n}^{\prime \prime}(\mathbf{k})$ always has zeros thanks to the periodicity of $\omega_{n}(\mathbf{k})$. For modes from the curve $\Xi^{\prime \prime}$ we get the oscillatory integral of order $\varrho^{5 / 3}$, hence the interaction index $q_{0}=\frac{5}{3}$. This is the minimal interaction index possible in a generic case. Indeed, it is impossible to make $\omega_{1}^{\prime \prime}(\mathbf{k})=0$ in a generic case, since it requires vanishing of all three independent entries of the matrix $\omega^{\prime \prime}(\mathbf{k})$. One also cannot eliminate the cubic dependence in the two null directions by one parameter variation.

One more special case is described by Kerr type condition (35). In this case ( $n^{\prime \prime} \neq n^{\prime}$ or $\mathbf{k}^{\prime \prime} \neq \mathbf{k}^{\prime}$ ) generically $\Xi^{\prime \prime}$ is empty, and one may have a non-empty ( $d-1$ )-dimensional $\Xi^{\prime}, d=1,2$. Almost all points from $\Xi^{\prime}$ are of type $A_{2}$ with the index $q_{0}=d-\frac{1}{6}$ and in the case $d=2$ there may be several points of type $A_{3}$ with the index $q_{0}=d-\frac{1}{4}$.

## 4. TABLES OF INTERACTION INDICES

In this section we provide tables of interaction indices $q_{0}$ involved in (19), (20). The tables compare the oscillatory interaction integrals for the following types of the phase functions.
(i) General phase function. This phase function is an abstract, nonstructured function that is given for comparison purposes.
(ii) 4-frequency phase function of the form (17) with dispersion relations $\omega_{\bar{n}}(\mathbf{k})$ without the inversion (spectral) symmetry.
(iii) Phase function of the form (17) when dispersion relations $\omega_{\bar{n}}(\mathbf{k})$ have the inversion symmetry.

Table 1. Indices of critical points for a generic one-dimensional periodic medium with a cubic nonlinearity.

| One-dimensional case $d=1$ |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Phase function <br> type | General | 4-frequency <br> without <br> inversion <br> symmetry | 4-frequency <br> with <br> inversion <br> symmetry |  |  |
| Index $q_{0}$ | 1 | 1 | $\frac{2}{3}$ | $\frac{5}{6}$ | 1 |
| Interaction manifold <br> dimension | 0 | 0 | 0 | 0 | 1 |

Table 2. Indices of critical points for a generic two-dimensional periodic medium with a cubic nonlinearity.

| Two-dimensional case $d=2$ |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Phase function <br> type | General |  | 4-frequency <br> without <br> inversion <br> symmetry | 4-frequences <br> with <br> inversion <br> symmetry |  |  |  |  |  |
| Index $q_{0}$ | $\frac{11}{6}$ | 2 | $\frac{5}{3}$ | $\frac{11}{6}$ | 2 | $\frac{5}{3}$ | $\frac{7}{4}$ | $\frac{11}{6}$ | 2 |
| Interaction manifold <br> dimension | 0 | 1 | 0 | 0 | 1 | 1 | 0 | 1 | 2 |

In all the three cases we assume that the phase function is generic, it does not have symmetries which are not explicitly imposed.

Every entry in the second row of the tables contains minimal values of $q_{0}$ for all possible interactions of strongly interacting quads. When several strongly interacting quads $(\bar{n}, \mathbf{k}),\left(\bar{n}^{\prime}, \mathbf{k}^{\prime}\right),\left(\bar{n}^{\prime \prime}, \mathbf{k}^{\prime \prime}\right),\left(\bar{n}^{\prime \prime \prime}, \mathbf{k}^{\prime \prime \prime}\right)$ with different $q_{0}$ occur for the same $(n, \mathbf{k})$, we choose only the minimal value of $q_{0}$ selecting the strongest interaction. Note that a smaller index $q_{0}$ corresponds to a higher intensity interaction. The third row in the tables gives the dimension of the interaction manifold in the $\mathbf{k}, \mathbf{k}^{\prime}, \mathbf{k}^{\prime \prime}$-space with the given value of $q_{0}$. Higher dimension means that more quads are involved in this type of interaction.

For example, let us look at the third column of the table describing the two-dimensional case. This column corresponds to media with the inversion symmetry and it has four subcolumns. The subcolumns correspond to 4 different values of $q_{0}=\frac{5}{3}, \frac{7}{4}, \frac{11}{6}, 2$. The largest $q_{0}=2$ since there is a 2 -dimensional family $\Xi$ of quasimomenta $\mathbf{k}$ (that is almost all $\mathbf{k}$ ) with this index, consequently, the third row in this subcolumn has entry 2 . Then, there may exist a 1 -dimensional family $\Xi^{\prime}$ (a curve) with $q_{0}=\frac{11}{6}$; there also may exist several points on $\Xi^{\prime}$ (a 0 -dimensional set) with $q_{0}=\frac{7}{4}$; and, finally, there always exists a spe-
cial 1-dimensional family $\Xi^{\prime \prime}$ (a curve) of quasimomenta for which the interactions are the strongest, $\varrho^{q_{0}}=\varrho^{5 / 3}$ that is $q_{0}=5 / 3$.
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